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Abstract

As part of the George B. Moody PhysioNet Challenge
2022, our team, prna, developed a novel approach to auto-
matically detect the presence of heart murmurs and predict
abornomal clinical outcomes from the heart sound record-
ings. To train the model, each heart sound recording is first
divided into multiple 3-second segments. Then each seg-
ment is transformed into a time-domain embedding vector
through a convolutional neural network (CNN). In paral-
lel, the Mel-frequency cepstrum (MFCC) representation of
the segment is transformed into a frequency-domain em-
bedding vector using CNN. These embedding vectors and
the demographic variables are concatenated and then used
as input to two separate networks built to predict the pres-
ence of heart murmurs and clinical outcomes respectively.
The network parameters are optimized to jointly predict
both targets using multi-task learning. Our murmur detec-
tion classifier received a weighted accuracy score of 0.694
(ranked 20th out of 40 teams) and Challenge cost score of
11,403 (ranked 2nd out of 39 teams) on the hidden test set.

1. Introduction

The objective of the George B. Moody PhysioNet Chal-
lenge 2022 is to detect the presence of heart murmurs
and predict abnormal clinical outcomes from heart sound
recordings collected from pediatric subjects|/1]. Since
heart sound recordings can be obtained from cardiac aus-
cultations in a non-invasive manner, a machine learning
model trained to automatically detect the presence of heart
murmurs and predict abnormal clinical outcomes from
heart sound recordings can facilitate the identification of
children with congenital or acquired heart diseases.

Traditional heart sound classification algorithms [2]
consist of 1) preprocessing (noise removal) ; 2) segmen-
tation (S1, systolic, S2, diastolic states); and 3) classifi-
cation using machine learning algorithms (support vector
machine, k-nearest neighbors, multiple layer perceptron,
etc). Recently, deep learning approaches [3] are shown
to achieve improved performance compared to traditional
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approaches. Therefore, we chose to build deep learning
models for this problem. Furthermore, considering the
strong association between the presence of murmur and
the abnormal outcome, we applied multi-task learning [4]
to jointly predict the murmur presence and abnormal out-
come. We compared performance with models built to
predict those targets separately. Besides presenting the re-
sults of the proposed model, we also ran ablation study
to demonstrate the effects of adding MFCC features and
multi-task prediction.

2. Methods

The public training data consists of 3163 heart sound
recordings collected from 942 pediatric subjects [5]. Most
of the patients have multiple recordings from multiple aus-
cultation locations (for example Mitral, Aortic, Pulmonary
or Triecuspid Valves). The murmur label (Present, Un-
known, Absent) is assigned to each recording and a subject
is labeled as murmur present if any recording of the subject
contains murmur. The clinical outcome label (Abnormal,
Normal) is assigned to each subject. The trained model
is expected to output predicted probabilities and labels for
both targets (presence of the murmur and abnormal out-
come) at the subject-level.

2.1. Preprocessing

First, each recording was downsampled from 4000 Hz to
1000 Hz. To remove the noise in the recording, we applied
an order-2 Butterworth filter [|6] with frequency bandpass
of 25 Hz to 400 Hz. Following z-normalization applied
to make each recording have zero mean and unit standard
deviation, each recording was dividied into multiple con-
secutive non-overlapping 3-second segments and each seg-
ment was labeled using the murmur label of the recording
and outcome label of the subject. Here we assumed both
the murmur signal and outcome signal will be present at
each segment of the recording [/7].

Besides using the time series of each segment as model
input, we also computed its Mel-frequency cepstrum
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Figure 1. The network architecture consists of 1) the representation learning layers transforming the inputs into embedding
vectors; and 2) the target prediction layers transforming the concatenattion of the embedding vectors and demographic
variables into the predicted probabilities of both murmur and outcome.

(MFCC) representation and use it as model input,
which can provide complementary information besides the
temporal representation. We summarize the detailed set-
tings of the MFCC transformation in Table [T}

Parameter Value
sample rate 1000 Hz
analysis window length 0.025 second
steps between successive windows | 0.1 second
number of cepstrum 10
# filters in the filterbank 26
FFT size 512
lowest band ege of Mel filters 0Hz
highest band edge of Mel filters 500 Hz

Table 1. Parameter settings of the MFCC transformation

2.2. Network Architecture

The 3-second segment and MFCC features were used
as inputs to the network architecture shown in Figure [T}
The 3-second segment and MFCC features were trans-
formed into two embedding vectors using two separate
CNN networks. The embedding vectors were then con-
catenated with the demographic features and used as input
to two separate CNN networks (murmur prediction layers
and outcome prediction layers) built to predict the murmur
presence and abnormal outcomes. We summarize the net-
work parameters in Table 2]

2.3. Model Training

We split the 942 patients’ data in the public training set
into five folds, where the first three folds were used to train
the model, the fourth fold and the fifth fold were used for
in-house validation and in-house test respectively. After
dividing each recording into multiple 3-second segments,
there are 13,169 samples used for model training, 4,822

Parameter Value
dim(segment) 3000
Input dim(MFCC) 2990
dim(demographic) 5
# layers 2
shared convolution layers # kernels 20
kernel size 15
embedding vector dimension 64
# layers 2
prediction layers # kernels 20
kernel size 3

Table 2. Parameter settings of the network architecture

samples used for in-house validation and 4,474 samples
used for in-house testing.

Note that the in-house validation set and in-house test
set are subsets from the public training set and therefore
different from the hidden validation set (used in the official
phase of the Challenge) and the hidden test set (used to get
the final rankings of all teams).

We will report model performances on the hidden test
set to compare with other teams in a fair manner. To avoid
making too many submissions in the official phase, we
used the in-house test set for ablation study to identify the
best model architecture. Therefore, we will also report the
performance of different models on the in-house test set for
the ablation study on how MFCC features and multi-task
learning affect the model performance.

The network parameters 6 were optimized to mini-
mize the summation of the cross entropy loss of the
murmur prediction (E(JA) M Yam)) and outcome prediction
(/.Z()A)@, Vo)) on the training data. Both the network archi-
tecture and the loss function were implemented in PyTorch

Page 2



[9ll.

meinﬁ(j)M,yM) + LYo, Vo) (D

We chose the Adam optimizer [10]] with initial learning
rate of 0.001 and weight decay of 0.001. The learning rate
was decreased to its one tenth if the validation metric was
lower than all validation metric values of the previous three
epochs. The optimization will terminate if the learning rate
fell below 1e-6 or the number of epochs reached 50.

The average area under the curve (AUC) value of mur-
mur prediction and outcome prediction computed on the
validation set was used to 1) select the best network pa-
rameters given a fixed architecture; and 2) optimize the
network architecture, including network depth, the num-
ber of kernels and kernel size.

The in-house validation set was also used to select 1)
the optimal threshold of murmur prediction to maximize
the weighted accuracy; and 2) the optimal threshold of out-
come prediction to minimize the cost metric defined by the
Challenge organizer [1].

2.4. Model Prediction

When applying the trained model to the test subject,
we apply the same preprocessing steps to obtain multiple
3-second segments and its MFCC features from multiple
recordings. The predicted probabilities for segments from
the same recording are averaged to derive the recording-
level prediction. Given multiple recording-level predic-
tions for the same subject, the subject is predicted to have
murmur (or abnormal outcome) if any of the recording is
predicted to have murmur (or patient is labeled to have an
abnormal outcome).

3. Results

3.1. Evaluation on Official Test Set

After training the model to jointly predict murmur
and outcome using both 3-second heart sound recording
segments and the MFCC features as input, the murmur
weighted accuracy (higher is better) and outcome cost
(lower is better) on the public training, hidden validation,
and hidden test set are shown in Table [ and Table @] re-
spectively. Compared to other teams, the ranking of out-
come prediction (2nd place) is much higher than murmur
prediction (20th place).

3.2.  Ablation Study Using Public Training
Set

We ran ablation study to show the effects of 1) adding
MFCC features to the inputs; and 2) multi-task prediction

Training | Validation | Test | Ranking
0.749 0.696 0.694 | 20/40

Table 3. Weighted accuracy scores for our final selected
entry (team prna) for the murmur detection task, including
the ranking of our team on the hidden test set. We used
one in-house train/vadliation/test split on the public train-
ing set, repeated scoring on the hidden validation set, and
one-time scoring on the hidden test set.

Training | Validation | Test
12,302 9,688

Ranking
11,403 2/39

Table 4. Cost scores for our final selected entry (team
prna) for the clinical outcome identification task, includ-
ing the ranking of our team on the hidden test set. We used
one in-house train/vadliation/test split on the public train-
ing set, repeated scoring on the hidden validation set, and
one-time scoring on the hidden test set.

of murmur and outcome, on the model performance.

First, we evaluate the model with the same architecture
(PCG and MFCC as input to jointly predict murmur and
outcome) on the in-house test set, which is a subset of pub-
lic training set, and show the results in Table E}

Input PCG AND MFCC
Target murmur AND outcome
1n-hou§e test set: 0.749
murmur weighted accuracy
in-house test set: 12302.800

outcome cost

Table 5. The murmur weighted accuracy (higher is better)
and outcome cost (lower is better) on the in-house test set
when using both 3-second heart sound recording segments
and MFCC features to jointly predict murmur and outcome

3.2.0.a Effect of MFCC Features After removing the
MEFCC features from the model input, the model perfor-
mance is shown in Table[6] The performance of both mur-
mur prediction and outcome prediction decreases, indicat-
ing MFCC features do provide complementary informa-
tion to the heart sound recording time series in predicting
both targets.

3.2.0.b Effects of Multi-Task Prediction of Murmur
and Outcome In addition to jointly predicting both mur-
mur and outcome, we also trained two independent mod-
els to predict murmur and outcome separately. The model
performance is shown in Table [/l Compared to the multi-
task training, the performance of the independent murmur
prediction model becomes worse (weighted accuracy de-
creases from 0.749 to 0.712). In contrast, the performance
of the independent outcome prediction model becomes
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Input PCG Only
Target murmur AND outcome
in-house test set:
murmur weighted accuracy 0.723 (1)
in-house test set: 12500724 ()

outcome cost

Table 6. Ablation study on the effects of MFCC features:
the murmur weighted accuracy (higher is better) and out-
come cost (lower is better) on the in-house test set when
only using 3-second heart sound recording segments (with-
out MFCC features) to jointly predict murmur and out-
come

better (cost decreases from 12302.800 to 12065.997). This
seems to indicate the multi-task prediction improves the
performance of murmur prediction at the expense of out-
come prediction.

Input PCG AND MFCC
Target murmur OR outcome
in-house test set: 0.712 (1)

murmur weighted accuracy
in-house test set:
outcome cost

12065.997 (1)

Table 7. Ablation study on the effects of multi-task pre-
diction of murmur and outcome: the murmur weighted ac-
curacy (higher is better) and outcome cost (lower is better)
on the in-house test set when using both 3-second heart
sound recording segments and MFCC features to predict
murmur and outcome separately

4. Conclusions

In this work, we develop a multi-task learning model
to jointly predict the murmur and outcome from heart
sound recordings. The shared convolution layers enable
the extraction of relevant embedding vectors from the heart
sound recordings represented as raw time series in the
time domain and MFCC features in the frequency domain.
Ablation study of removing MFCC features demonstrates
MEFCC features can provide complementary information
to the time series data in predicting both murmur and out-
come. The multi-task prediction of murmur and outcome
is shown to lead to better performance of murmur predic-
tion at the expense of outcome prediction.

The model can be further improved by adding more
traditional hand-enginerred features to the inputs of pre-
diction layers. The potential benefits include improved
model performance and robustness to data distribution
shift. Model interpretation is also needed to highlight how
the model make predictions. This is important in under-

standing the failure mood of the model.
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