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Abstract

Cardiac abnormalities are the main cause of death and
ECG is a key diagnostic tool to assess the cardiac condi-
tion of a patient. The goal of the 2021 PhysioNet/CinC
Challenge was to develop algorithms to diagnose multi-
ple cardiac abnormalities from reduced-lead ECG. In this
work, our team csu anying describe a new model that
extracts morphological and temporal features to classify
each ECG sequence into 26 cardiac abnormality classes.
We use multiple double conv blocks with multiple layers
of small convolution kernels to extract morphological fea-
tures, each layer has similar hyperparameters. Then the
Bidirectional LSTM is used to obtain the temporal char-
acteristics. Our entry to the 2021 PhysioNet/CinC Chal-
lenge, using the official generalized weighted accuracy
metric for evaluation, our classifiers received scores of
0.35, 0.44, 0.43, 0.36, and 0.39 (ranked 25th, 16th, 16th,
21th, and 19th) for the 12-lead, 6-lead, 4-lead, 3-lead, and
2-lead versions of the test set.

1. Introduction

ECG is a fundamental tool in the everyday practice of
clinical medicine, that is pivotal for diagnosing a wide
spectrum of cardiac abnormalities[1]. Automatic ECG in-
terpretation algorithms as diagnosis support systems have
become increasingly important in the clinical ECG work-
flow and promise large reliefs for the medical person-
nel. In the PhysioNet/Computing in Cardiology Chal-
lenge 2021, participants were to develop an algorithm that
can classify cardiac abnormalities from either twelve-lead,
six-lead, four-lead,three-lead, and two-lead ECGs[2–4].
Deep learning methods have recently been applied to this
task and have achieved excellent performance. Compared
to traditional methods, deep learning-based approaches
can automatically learn to predict the information fea-
ture representation of cardiac abnormalities in an end-
to-end manner. Research scholars widely use convolu-
tional neural networks(CNN)[5, 6], recurrent neural net-
works (RNN)[7, 8], and hybrid networks[9]. At present,
efficient hybrid models can provide more distinctive fea-
tures from ECG signals [10]. In this article, we propose

a new hybrid network classification method for the Phys-
ioNet/Computing in Cardiology Challenge 2021.

2. Method

The objective of this study is to diagnose 26 types of
cardiac abnormalities from 12-lead, 6-lead(I, II, III, aVR,
aVL, aVF), 4-lead(I, II, II, V2), 3-lead(I, II, V2) and 2-
lead (I and II) ECG recordings.The data set of this research
includes 6 different data sets, namely CPSC Database
and CPSC-Extra Database, INCART Database, PTB and
PTB-XL Database, The Georgia 12-lead ECG Challenge
(G12EC) Database, Augmented Undisclosed Database,
Chapman-Shaoxing and Ningbo Database, a total of more
than 88,000 ECG recordings, each recording has one or
more cardiac lables.

2.1. Pre-processing

In order to ensure the consistency of the data, the data
set with a sampling frequency higher than 500Hz is down-
sampled, so that the sampling frequency of all data sets are
unified to 500Hz. We padded zeros to each record which
is less than 5000 sample points and truncated the record
that exceeds 5000 sample points so that the length of all
records is 5000 sample points.

2.2. Overall Architecture

In this competition, we proposed an end-to-end ECG
signal multi-label classification system. The system re-
ceives the pre-processed ECG segments at one end and
outputs the multi-label classification decisions at the other
end. The proposed model, illustrated in Fig.1, is con-
structed on a combined architecture of five Double Conv
blocks, followed by four layers of bidirectional LSTM
module, and with a fully connected layer at the end to pro-
duce the classification decision.

Since the ECG signal is composed of a sequence of
waves on the one hand, on the other hand, there is a tempo-
ral relationship in the heartbeat and between the heartbeats.
Therefore, in the overall architecture, we use five Double
Conv blocks to extract the high-level features from differ-
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Figure 1. The architecture of MTFNet.

ent waves at first and then use the LSTM module to learn
the temporal information from the processed ECG signals.

Table 1, Table 2 and Table 3 show the detailed parame-
ters of MTFNet.

Double Input Output Kernel Padding
conv size size size

1 12/6/4/3/2 64 3 1
2-5 64 64 3 1

Table 1. Conv Blocks settings.

Bi-LSTM Input Hidden Dropout
layer size size size
1-4 64 64 0.2

Table 2. Bi-LSTM layer settings.

layer Input Output
LayerNorm 64 128

Fully connected 128 26

Table 3. LayerNorm and Fully connected layers setting.

2.2.1. Morphological Features

Specifically, the Double Conv block consists of a 2-layer
1D-CNN module with a batch normalization layer in be-
tween, and a leaky version of ReLU is applied after each
1D-CNN as the activation layer while the max-pooling
layer is placed at the end of the Double Conv block to
extract high-level features. We have made some attempts

when setting the number of channels in 1D-CNN(Tabel 1),
and finally set it in all 1D-CNN to 64.

Channels 12-lead 3-lead 2-lead
of Challenge Challenge Challenge

1D-CNN score score score
12 0.6665 0.6616 0.6648
32 0.7005 0.6901 0.6872
64 0.7095 0.6980 0.6882

Table 4. Model performance for different channel num-
bers.

As can be seen in Table 4, increasing the number of
channels of all 1D-CNN modules can significantly im-
prove the effect of the model in different leads, the model
score increased from 0.6665 to 0.7095 in 12-lead, 0.6616
to 0.6980 in 3- lead, and 0.6648 to 0.6882 in 2-lead.Since
the number of channels in 1D-CNN increases, the Dou-
ble Conv block can extract more high-level features, the
Bi-LSTM module also receives more information, and the
data compressed in the pooling layer is compensated in di-
mensionality.

2.2.2. Temporal Features

The hidden size in LSTM is set to 64, and dropped
20% of its paraments to reduce the effect of overfitting
problem.When designing the model, we found that as the
number of Bi-LSTM layers increased, the score of the
model would be significantly improved (Table 5). When
the number of Bi-LSTM layers was increased from 1 to 3,
the scores were 0.6403, 0.6934, and 0.7069 respectively,
which showed a significant improvement. And when the
number of Bi-LSTM layers was increased to 4, although
the score was not greatly raised, the convergence speed
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of the training process was much faster than that of the
3-layer Bi-LSTM. For Bi-LSTM with more than 5 layers,
introducing more parameters will not bring more effect im-
provement, but will slow down the training process of the
model.While Bi-LSTM can extract the temporal features
from the ECG signal effectively, increasing the number of
layers of Bi-LSTM can also increase the quantities of pa-
rameters of the model, making the model better fit the clas-
sification task.

Layers of Bi-LSTM 12-lead Challenge score
1 0.6463
2 0.6934
3 0.7069
4 0.7095

Table 5. Model performance for different Bi-LSTM lay-
ers.

2.3. Implementation Details

This model is implemented on the GPU version of the
PyTorch framework. The training process adopted the Bi-
nary Cross Entropy loss and used AdamW as the optimizer.
The initial learning rate was set to 0.0001, and the co-
sine annealing algorithm was used to dynamically adjust
the learning rate during each epoch of training. Data were
divided into training set and validation set at 8:2 and the
models were trained with a batchsize of 128. There are
200 epochs for training in total, at the end of each epoch
the score of the model on the validation set was calculated
to save the optimal model.

3. Result

Challenge scores for our final selected model on the
public training set repeated scoring on the hidden valida-
tion set, and one-time scoring on the hidden test set as well
as the ranking on the hidden test set are shown in Tabel 6.

Leads Training Validation Test Ranking
12 0.7095 0.602 0.35 25
6 0.6885 0.592 0.44 16
4 0.7016 0.592 0.43 16
3 0.6980 0.600 0.36 21
2 0.6882 0.593 0.39 19

Table 6. The resulte of the PhysioNet/CinC challenge.

As can be seen in Table 6, there is a big gap between the
score in our validation set and the official hidden validation
set. The score of 12-leads dropped from 0.7095 to 0.602.
This is because we actually trained for 200 epochs, but

multiple submission failures made us changed our train-
ing epochs to 150 epochs at the final upload. On the other
hand, during the training process we artificially divide the
data set by 8:2 according to different data sources, but in
the uploaded code, the entire data set is randomly divided,
therefore the optimal model cannot be saved during train-
ing and validation process.

4. Discussion and Conclusions

We developed a new neural network framework based
on multiple double conv blocks and BiLSTM to accu-
rately classify 26 cardiac abnormalities from reduced-lead
ECG. Firstly, the competition evaluation metrics demon-
strate that the double conv blocks can learn morphological
features in different leads well from the ECG and integrate
the temporal-morphological relationships by using the su-
perimposed Bi-LSTM. Second, the overall structure of our
model is very simple, and the number of parameters in-
volved is small, so even with a large amount of competition
data, our model can still run faster. And considering the
heterogeneity of the competition data and the imbalance
of the data, the algorithm should have good generalization
ability.

However, our model does not explain what kind of ECG
morphology it uses to make classification judgments. In
future work, we might consider using attention mecha-
nisms [11] or multimodal data such as gender, age, etc.
to obtain better interpretability. In addition, we only in-
tercepted all ECG data for 10 s during preprocessing, and
the chance of data interception may lead to the extraction
of ECG signals with insignificant morphological features
and thus affect the performance of the model. We also
noted that the AUROC of nonspecific intracardiac conduc-
tion disorders was lower in 26 categories compared with
other categories, probably because the mild prolongation
of QRS waves caused by it was so small that it was masked
by noise.

In conclusion, we propose an open-source neural net-
work framework to extract morphological and temporal
features from reduced leads and to classify multiple car-
diac abnormalities. And our model’s challenge scores
show that 2-lead can also provide helpful characteristic in-
formation as the 12-lead, which offers a theoretical basis
for portable devices.
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