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Abstract

We present an approach for automatic cardiac abnor-
mality detection using two leads ECG. This approach was
developed in the context of the Physionet/Computing in
Cardiology Challenge 2021.

Our model is decomposed into an Encoder and a De-
coder. It is a huge neural network model with more than
36 million parameters. Although the Challenge train-
ing dataset consists of more than 88 thousand annotated
ECGs, our model is extremely prone to overfitting to the
training data.

The encoder is a convolution neural network followed
by three transformer encoder blocks. The decoder is a
transformer encoder block followed by a feedforward neu-
ral network.

To reduce the overfitting, we pretrain the Encoder in a
semi-supervised way on three tasks. Given an ECG seg-
ment, L1, the first task is to detect the QRS on L1; the sec-
ond task is to predict the ECG shape on an ECG segment,
L2 following L1, given the QRS location on L2; the third
task is to predict the number of samples, after L1, before
the next QRS. The Decoder weights were firstly estimated
with the frozen Endoder pre-trained parameters and then
the whole model parameters were fine-tunned.

Our team, named matFCT, received a challenge score of
0.43 on the official test dataset. However, we were unable
to qualify for ranking because we weren’t able to submit
the preprint to the Computing in Cardiology Conference
before the deadline.

1. Introduction

Cardiovascular diseases are the leading cause of prema-
ture deaths and disabilities. The PhysioNet/Computing in
Cardiology Challenge 2021, focused on automatic, open-
source methods to detect cardiac abnormalities from ECGs
using a reduced set of leads[1–3]. In that context, we
present an approach for automatic cardiac abnormality
classification from 2-leads ECG.

Complex tasks like the challenge focus are the natu-
ral target of large and complex machine learning models.

However, models with many parameters tend to overfit to
the training data. We present a way to fit the parameters of
a huge neural network classification model to the challenge
training data [4–9].

2. Methods

2.1. Pre-processing

We used only two ECG leads (I and II) and the signals
were downsampled to 100 Hz. Otherwise, the input to our
model is the raw signal. All the features used for classifi-
cation are extracted and learned by our model.

2.2. Our Classification Model

Our Classification model consists of an encoder fol-
lowed by a decoder, see fig. 1. It has 36,553,114 trainable

Figure 1. The Classification Model

parameters. Although the challenge training data consists
of more than 88 thousand labeled examples, our model is
extremely prone to overfitting.

Both encoder and decoder use the Transformer Encoder
block [10], see fig. 2. Embedding dimension and feedfor-
ward neural network hidden layer number of units of the
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Transformer Encoder block are always equal to 512 and it
has 8 attention heads.

Figure 2. The Transformer Encoder Block

The encoder is a Convolution Neural Network followed
by a Sequence of three Transformer Encoder blocks, see
fig. 3.

The Convolution Neural Network has three layers with
128, 256 and 512 filters. In each convolution layer we ap-
plied batch normalization followed by 1D-maxpooling.

The encoder has 27,348,352 trainable parameters.

Figure 3. The Encoder

The decoder first component is a transformer encoder
block. The first Transformer Encoder Block output
timestep is used as input to a single hidden layer feed for-
ward neural network. The decoder output is the ECG clas-
sification. See fig. 4.

Figure 4. The Decoder

2.3. Training the model

2.3.1. Semi-Supervised Pre-Training of En-
coder Parameters

To reduce overfitting to the training dataset we pre-train
the encoder parameters in a semi-supervised way [11].

Three tasks were used in the pre-training process and,
for each task, a decoder, like the Classification Model de-
coder, is added to the encoder.

For each ECG example, we use an initial segment, L1,
starting at the beginning of the ECG and ending in a mo-
ment randomly chosen between 2

5 and 6
7 of the ECG signal

length. This initial segment is the input to the Encoder. On
two of the three tasks we use a segment, L2, 300 ms long,
starting after L1. The three encoder pre-training tasks are:

• Task 1: Detect the QRS in the first 3 seconds of the L1

segment.
• Task 2: predict the ECG shape in the segment L2.
For this task, together with the encoder output, the QRS
location in the segment L2, or the information about its
absence, is given to this task decoder.
• Task 3: predict the number of samples until the next
QRS after L1.

Figure 5 represents the model used in the encoder pre-
training.

The three tasks used to pre-train the encoder impose a
large number of constraints on the encoder weights that
help to reduce overfitting. They also create an ECG rep-
resentation on the encoder top layer that contains enough
information to realize the three tasks by the decoder like
models.

To train the model’s weights we used the Mean Square
Error loss on the three tasks with the Adam optimizer.
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Figure 5. Model used in the encoder pre-training process

2.3.2. Pre-Training Data

As pre-training data we used the ECGs from the Chal-
lenge training dataset, ignoring the labels.

QRS locations for the three tasks were obtained using
George Moody’s gqrs detector.

When predicting the ECG shape on the above defined
segment L2 we attenuated the ECG baseline wander in L2

subtracting from each ECG channel the result of a moving
average filter one second long applied to the same channel.

2.3.3. The Classification Model Training
Process

• To adjust the Classification Model’s parameters to the
Challenge Training Dataset we used as loss function a
sotf(continuous) version of the unnormalized Challenge
scoring metric [2, 12]. We chose the Adam optimizer.
• Starting with frozen Encoder parameters we train the de-
coder parameters in the Challenge Training Dataset (using
the labels).
• Next, we train again the all model, with unfrozen en-
coder weights. To reduce overfitting, after three warmup
epochs (learning rate: 10−8, 10−7 and 10−6), we trained 5
epochs with learning rate equal to 3× 10−6.

3. Results

F1-score for each class, on the train data 5-fold cross
validation, are displayed on the table 1.

Table 2 contains our Challenge scores. We only report
results on two leads because we did not use more ECG
leads: the results on other lead combinations are the same.

We were unable to qualify for ranking because we
weren’t able to submit the preprint to the Computing in
Cardiology Conference before the deadline.

4. Discussion

The use of semi-supervised training of ECG classifiers
is a promising approach as it allows for the use of large
complex and powerfull models. In the future, other tasks
than the three we used should also be applied to pre-train
the encoder. In particular, these new tasks should target a
better result on classes that have a worse F1-score.

We limitated our approach to two lead ECG, it should
be extended to other ECG lead subsets.
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classe AF AFL BBB Brady LBBB—CLBBB RBBB—CRBBB
F1-score 0.437 0.609 0.092 0.000 0.397 0.448

classe IAVB IRBBB LAD LAnFB LPR LQRSV
F1-score 0.377 0.059 0.495 0.356 0.000 0.174

classe LQT NSIVCB NSR PAC—SVPB PR PRWP
F1-score 0.128 0.083 0.649 0.109 0.311 0.046

classe VPB—PVC QAb RAD SA SB STach
F1-score 0.133 0.000 0.177 0.000 0.815 0.650

classe TAb TInv
F1-score 0.418 0.262

Table 1. F1-score for each class, on the train data 5-fold cross validation (two leads only).

dataset challenge score
5-fold cross validation on train data 0.55± 0.02
validation set 0.43
test set 0.43

Table 2. Challenge scores for our final entry (team mat-
FCT), same score for all lead combination (we only used
two leads).
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Departamento de Matemática, Faculdade de Ciências e Tecnolo-
gia
2829-516 Caparica, Portugal
rapr@fct.unl.pt

Page 4


