
Two Might Do: A Beat-by-Beat Classification of Cardiac Abnormalities Using
Deep Learning with Domain-Specific Features

Berken Utku Demirel1, Adnan Harun Dogan2, Mohammad Abdullah Al Faruque1

1 Department of Electrical Engineering and Computer Science, University of California, Irvine ,USA
2 Department of Computer Engineering, Middle East Technical University, Ankara, Turkey

Abstract

This paper proposes an efficient convolutional neu-
ral network to detect 26 different classes of cardiac
activities from different numbers of leads in the Phys-
ionet/Computing data in the Cardiology Challenge 2021.
The proposed CNN architecture is designed to utilize heart
rate variation features from ECG recordings and wave-
form morphologies of heartbeats simultaneously. Also, the
designed architecture is flexible for the implementation of
a different number of leads with a varied length of ECG
recordings. The proposed algorithm achieved a score of
0.38 using only 2 channels of ECG on all recordings for the
hidden test set of the challenge, placing us 21, 20, 19, 20,
20th (Team name: METU-19) out of 39 teams for 12, 6, 4,
3, and 2-leads respectively. These results show the poten-
tial of an efficient, flexible novel neural network for beat-
by-beat classification of raw ECG recordings to a complex
multi-class multi-label classification problem.

1. Introduction

Cardiovascular diseases are one of the leading causes of
death worldwide [1]. Some works recently indicate that
millions of deaths could have been prevented if the cardio-
vascular disease was detected earlier [2]. The electrocar-
diogram (ECG) signals are widely used for detecting dif-
ferent cardiovascular diseases, especially the clinical ECG
setups are the main tools for detecting abnormal cardiac
activity. However, the clinical ECG setup uses 12-lead
recordings, making the cardiac monitoring limited outside
the clinical hours. To solve this issue, people propose to
use wearable devices with limited leads by utilizing the re-
cent advancements in Internet-of-Things (IoT). However,
this brings the question of how many leads are sufficient to
diagnose a much larger number of cardiac problems? The
Physionet/Computing in Cardiology Challenge 2021 [3,4]
focus to identify clinical diagnoses from twelve-lead, six-
lead, four-lead, three-lead, and two-lead ECG recordings.
The differences in performances of the algorithms on the

large-scale databases from multi-centers reveal the utility
of reduced-lead ECGs compared to standard twelve-lead
EGCs and answer the question.
This work proposed a novel, flexible neural network ar-
chitecture to implement a different number of leads with a
varied length of recordings to diagnose cardiac abnormali-
ties using beat morphology and domain-specific features.

2. Methods

The objective is to create a model that can efficiently and
accurately classify ECG recordings with different numbers
of leads into multiple classes of 30 clinical diagnoses. Four
pairs of classes were scored identically. Therefore, we con-
sidered these pairs the same and combined identical pairs
as one class, so only 26 classes were considered. Although
the datasets include varying length ECG recordings and
our proposed model is designed to take beats as input and
predict 26 different classes from a heartbeat, the overall
decision is made using all heartbeats in a recording.

2.1. Preprocessing

The overall challenge dataset contained over 88,000
ECG records with varying lengths for training. Since
our method is based on beat-by-beat classification, we
have segmented each ECG recordings into beats using
the Pan&Tompkins algorithm [5]. We take Fs/4 sam-
ples before and Fs/3 samples after the detected R-peak
for segmentation. Additionally, the segmentation window
is changed to Fs/5 samples before and after when the heart
rate is higher than 180 beats per minute to prevent overlap-
ping two heartbeats in the same window.

The sampling rate and the gain value of ECG record-
ings vary in different datasets. Due to this difference, we
have resampled and normalized each extracted beat before
feeding them to a classifier. All beats have been resampled
to 200 Hz using Fourier resampling. The segmented beats
were normalized by their maximum value to have the same
signal amplitudes. Also, the Pearson cross-correlation of
each extracted beat from the 10-second record is calculated
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by their linear dependence as Equation 1.

ρxy =
1

N

N∑
i=1

xi − µx

σx

yi − µy

σy
(1)

where each variable (segmented heartbeats as x and y)
has N scalar observations (length of each heartbeat), and
µx and σx are the mean and standard deviation of x, re-
spectively, and µy and σy are the mean and standard de-
viation of y. Then using these correlations, the correlation
matrix is formed as shown in Equation 2, where the K is
the number of segmented heartbeats in a 10-second record.

P =


ρ11 ρ12 . . . ρ1K
ρ21 ρ22 . . . ρ2K

...
. . . . . .

...
ρK1 ρK2 · · · ρKK

 (2)

Finally, each column, which refers to a heartbeat in P,
is summed and normalized with the maximum value and
compared with a threshold value found empirically and set
to 0.8 value. If the normalized correlation coefficient of
a segment is lower than 0.8, this segmented section is re-
moved from the recording without further procession. This
last step, based on cross-correlation of segmented beats,
in preprocessing acts as a control mechanism to avoid a
wrongly segmented heartbeat feeding as input to the classi-
fier. Although this approach assumes that the performance
of the peak detection algorithm is highly accurate and de-
tects most of the correct peaks in the recording, it is ob-
served that this preprocessing step reduces the number of
wrong segments in a recording.

2.2. Domain-Specific Feature Extraction

When we segment the ECG records into heartbeats and
feed them to a classifier, it is observed that the heart rate
variability information is lost, resulting in a significant
performance decrease for some cardiovascular diseases,
which are characterized by heart rhythm such as atrial fib-
rillation, bradycardia. To prevent this performance de-
crease for some classes, we have calculated the heart rate
for each beat in all recordings using the following equa-
tion:

HR(i) =
60

(R(i) −R(i−1))/Fs
(3)

Where HR(i) is the heart rate of the ith heartbeat seg-
ment in beat per minute unit. R(i) is the location of the
R-peak in the ith heartbeat segment, and Fs is the sam-
pling rate of this record. Then, using the calculated HR(i)

values, an HR array (
−−→
HR) is formed by adding them one

after another, as shown in Equation 4.

−−→
HR = [HR0, HR1, HR2, ...,HRi] (4)

Finally, the heart rate variability (HRV) features are cal-
culated from lead I and integrated into the designed deep
learning model.
• Mean of

−−→
HR

• Median of
−−→
HR

• Range of
−−→
HR

• Standard deviation of
−−→
HR values

• Root mean square of
−−→
HR values

• pNN20
(percentage of HR intervals differing more than 20 ms)

In total, six different HRV features are extracted from
a 10-second recording to be used for classification. Since
these features are obtained using the complete recording
instead of a single heartbeat and our proposed model is
based on the beat-by-beat classification, we have used the
extracted feature with all heartbeats simultaneously at the
neural network. Although, at first glance, it seems a over-
fitting problem due to the same features are used with the
different heartbeats in the same recording. It is observed
that it works as a regularizer instead of resulting in overfit-
ting.

2.3. Classifier

The proposed convolutional neural network classifies
the segmented heartbeat into 26 different classes using the
extracted HRV features from a 10-second recording. The
proposed CNN architecture is designed to be flexible with
the different number of leads. The CNN architecture for
the heartbeat classification is designed both utilizing the
residual connections introduced by He et al. in [6] and
the dropout [7] that has been shown to achieve good per-
formance for increasing the generalization ability of the
neural networks. Especially, it is noted that the CNN archi-
tecture classification performance increases approximately
3− 5% when the dropout with 0.1 is used at the lead ways
as shown in Figure 1.

2.4. Network Training

L2-regularization with 0.0002 is applied for each con-
volution layer. We used the Adam optimizer [8] with the
default parameters β1 = 0.9 and β2 = 0.999, and a
mini-batch size of 90. The learning rate is initialized to
0.001 and reduced by a factor of 10 when the validation
F1 score stopped improving for 75 consecutive epochs.
The training continues until 100 successive epochs with-
out performance improvements with a maximum of 500
epochs. 10% of training records were used for validation
to implement early-stopping based on the F1 score.
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Figure 1: a) Complete model architecture, b) Channel block, c) Residual block, d) Inception block
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3. Results

After training, the model predicts scores p ∈ [0, 1] for
each class. To binarize these scores, we have applied a
threshold which is found empirically, and set it to 0.25
for all classes. As our model takes beats as input instead
of recordings, the prediction outputs of beats in a record
are combined into a single score for each class similar
to our correlation matrix calculation. However, different
from the correlation matrix, each row represents a beat in
a recording, and each column refers to the scored classes
in the challenge. After creating this scoring matrix for
each heartbeat, the columns are summed and normalized
with the maximum value. Finally, the normalized scores
are compared with the threshold value and set to 1 if it is
higher than the threshold.

Table 1: Challenge scores for our final entry on the hidden
validation set, and the hidden test set with the ranking.

Leads Validation Test Ranking
12 0.57 0.38 21
4 0.57 0.38 19

2, 3, 6 0.57 0.38 20

Table 1 shows the Challenge scores for our final entry
on the hidden validation and test set with rankings.

Table 2: 10-fold cross-validation results
Database AUROC AUPRC F-measure Challenge Score

G12EC [3] 0.83 0.42 0.46 0.51
CPSC [9] 0.79 0.28 0.42 0.76

PTB-XL [10] 0.87 0.47 0.46 0.50

The results for the different sets are evaluated using the
10-fold cross-validation and showed in Table 2. Although
the proposed method achieves high challenge score on the
CPSC dataset, its performance decreases severely for the
G12EC and PTB-XL. This fluctuation in the performance
shows that the model’s generalization capability heavily
depends on the datasets’ characteristics.

4. Discussion and Conclusion

This paper proposed a flexible CNN architecture for
classifying raw ECG recordings with varying lengths and
different numbers of leads. The designed CNN is not only
utilized the heartbeat morphology but also employed the
HRV features simultaneously to classify recordings. Also,
novel preprocessing and postprocessing methods are intro-
duced in this paper to integrate beat-by-beat classification
to long, varying length ECG recordings. However, despite
some promising results, questions remain about why the
proposed approach’s performance has severely fluctuated
for different datasets. An explanation for these fluctua-
tions can be the biases and quality of the recordings in the
datasets. For example, if the extracted features from a class
are calculated due to false peak detection, the performance

decrease is inevitable since the features and segments are
fed together with beats.
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